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1. Introduction.

This paper presents a method for optimally solving the problem of constructing monthly, individual work schedules for each driver or for each group of drivers in public transportation companies. The generated work schedules are called rosters. In this problem, known as crew rostering, monthly crew schedules must be constructed by assigning duties, days off, and other activities to drivers, while taking the complex law and labor union rules into account, such as the minimum rest period between two duties or the maximum number of consecutive working days. A duty is a sequence of tasks within one day that is performed by a driver who leaves and returns to the same depot in accordance with the work regulations. Work regulations include maximum duration of a duty, minimal break times during a duty. Such duties are generated in the crew scheduling problem, which is the previous step of the crew rostering problem. Both problems are important and difficult problems for bus companies, since the expenses for the drivers and other personal represent a significant portion of bus operators’ budgets (more than 50%). Moreover, complex regulations should be considered during the optimization. Therefore, it is common in the public bus transit literature to solve both problems one after the other, i.e., the crew rostering problem uses duties generated in the crew scheduling problem as input.

Compared to the crew scheduling problem, the crew rostering problem has received much less attention in academic literature, since most of the cost benefit can be achieved by minimizing the needed duties in the crew scheduling problem. However, the minimization of costs is still important in the crew rostering problem, and the preferences of drivers are considered during the optimization as well. The rosters which are generated by considering desires of drivers bring higher acceptance than rosters that ignore individual wishes (see Hanne et al. (2009)), which might cause less exchanges and less absence in operational days. Therefore, less recovery activities are expected, which implies lower operational costs, and better services are expected.

Because the crew rostering problem is complex, most publications concentrate on solving its sub-problems in public bus transit. Moreover, most methods proposed in the literature for solving the whole rostering problem rely on heuristics or metaheuristics. Fewer publications discuss the application of column generation for solving the crew rostering problem in public bus transit. Based on the multi-commodity network as well as mathematical models presented in Xie and Suhl (2013), this paper proposes a new solution approach, column generation, for solving the cyclic and non-cyclic crew rostering problems (see Section 2.2) in public bus transit. The tests were conducted on problems from German bus companies. The results experimentally prove to outperform the exact solution approach in Xie and Suhl (2013), as well as different meta heuristics shown in Xie et al. (2013) in terms of solution quality.
The paper is organized as follows. In Section 2, the crew rostering problem is introduced, followed by a brief review of the literature in Section 3, as well as a short description of our network design (Section 4). Section 5 and 6 explain the column generation approach for solving both cyclic and non-cyclic crew rostering problems. The last section presents our results.

2. Crew Rostering Problem.
In this section, we first give details about the input information for solving the crew rostering problem. Then a definition of cyclic and non-cyclic crew rostering problems is described.

2.1. Input information
Different kinds of input information for solving the crew rostering problem, including the information of duties, other activities, drivers, as well as rules and regulation are shown below.

Duty information
Each generated duty in the crew scheduling problem has a beginning time, ending time, paid work duration (not necessarily equal to the ending time minus beginning time), the calendar day/weekday it belongs to, the shift type (e.g., an early shift, a midday shift, or a late shift), and the vehicle and depot types. The duties need to be assigned to a group of possible drivers who work at the depot of those duties and can drive the bus with the required vehicle type.

Other activities
Not only the duties/shifts must be assigned to drivers, but also some other activities, such as standbys, days off, leaves, and trainings. Days off consists of a couple of rest days between working days. Standby activities are planned to cover the absences of drivers, while leaves are vacations. The trainings and leaves are preassigned and fixed for each driver and cannot be changed in the optimization. The distribution of them is given by bus companies and drivers.

Driver information
The data of drivers not only include the depot and vehicle types, but also the number of the days off, the target working hours for the current planning period, the target number of standby activities as well as the required trainings and leaves. All of those depend on the work contracts and the current work-accounts of the drivers. The work-account of each driver includes the current overtime and the number of days off from the previous periods. It describes the credit of a driver, e.g., a driver with more overtime in the previous periods can get more jobs with shorter working hours in order to reduce overtimes gradually. Additionally, the drivers can express their preferences, including the daily desired activities and the possible combination of activities. The daily desire of a driver means that the driver wishes to get one activity on one day, while the possible combination of activities can be for instance similar shifts within a working week, and/or not to get an early shift after
days off. Hanne et al. (2009) explain the importance of considering the preferences of employees in scheduling their working time, in particular, the advantages of assigning flexible working times to employees. They mention that the employees can better manage their work-life balances, which brings increased morale and reduced absenteeism. That means less exchanges and less absence in operational days, which implies lower operational costs, since less recovery activities are expected. Moreover, they assume that happy staff means happy customers. Better services are expected.

**Rules and regulations**

The rules and regulations can be labor rules, some of which are imposed by the bus companies, and others are due to the agreement between the bus company and employee unions. Every bus company can also define its own internal constraints that are stricter than those required by law.

We consider three types of rules: horizontal rules, vertical rules, and quality rules. Horizontal rules are the rules, which depend only on one roster, while vertical rules combine the information among all rosters. Quality rules are the horizontal rules, without these rules the generated rosters is legal, but they affect the quality of the rosters. Compared to the rules in airline sector in Kohl and Karisch (2004), we have more complex horizontal rules (due to complex rules to generate a feasible roster), but less complex vertical rules (since drivers work mostly alone).

*Horizontal rules* consider compatibility, working/days off block. The *incompatible* connections of activities are gathered in a list of forbidden sequences according to, for example, the working regulations. An early shift is forbidden to follow a late shift because of the short of rest times between them. The forbidden sequences are given by bus companies, and it is possible that an undesired combination of activities of drivers are included to be forbidden as well. The length of forbidden sequences is not limited to two; for instance, a late shift one day before a standby and an early shift one day later may be forbidden if they appear simultaneously on three consecutive days. Additionally, two other situations are also considered: double-off is defined as at least two consecutive days off, while a single-off is a single day off between two work-related activities. Many of the restrictions in this class can be implicitly considered during the network generation (see Xie and Suhl (2013)). The maximum consecutive number of working days and days off (working/days off block) are restricted based on working regulations. For example, the length of the consecutive working days is limited to five, while the length of the consecutive days off is restricted to three.

*Vertical rules* consider restricted resources among all rosters. Not only the amount of duty/shift of each day is limited to be assigned, but the available numbers of days off and standbys are also limited. The limit depends on the number of drivers and duties available on that day. The upper bound can be easily computed before optimization.

The horizontal and vertical rules described above are formulated as hard constraints in Xie and Suhl (2013), while the following quality rules are formulated as soft constraints. They can be suspended by applying specific penalty costs in the objective to restrict the amount of violations.
Quality rules include preferences of bus company and drivers, real operational costs, fairness among all drivers, as well as robustness of the rosters.

Preferences: in this category, the preferences of the bus company as well as the drivers are considered. As mentioned before, the daily desired activities and the possible combination of activities are given by drivers. Some alternatives can be provided by the bus company if the primary desires of the drivers cannot be satisfied. The number of alternatives, as well as the penalty costs of them can vary from one bus company to another (see Example 1).

Example 1. Bus company A and B have four types of shifts (early1, early2, midday, late shift). Early2 (ES2) begins a couple hours later than early1 (ES1) but earlier than midday. In both bus companies, 50% of drivers want to get early shifts (regardless of early1 or early2) and 40% of them want to get midday shifts (MS). Late shifts are unpopular. However, some drivers are required to cover the late shifts. Company A wants to maximize the number of satisfied drivers, while company B wants to minimize the total distance between the desired and assigned shifts of all drivers. Figure 1 shows the different functions for selecting alternatives (i.e., ES1, ES2, and MS) to cover late shifts. Company A will select the function on the left to make sure most of the drivers desiring MS get their wish fulfilled, while company B will select the function on the right to guarantee that most of LS is carried by the drivers desiring MS.

Additionally, a linear function as shown in Day and Ryan (1997) is also possible for calculating the penalty costs of alternatives. Due to the limited number of drivers that may simultaneously take a day off, some desired days off (on weekends) can not be satisfied, but can be moved within a couple days earlier or later. These are called moved days off and moved days off on weekends. The number of them are limited due their unpopularity. The number of single-off activities is due to preferences often restricted. The distance between two double-off activities is defined in the company rules to make sure, for example, that a driver get at least two double-offs within 16 days.

Real costs: The insufficient assignment of standbys and duties/shifts might cause additional personnel costs or additional costs for overtimes of all planned drivers. The same is for the open days, which should be minimized. Additionally, it should be avoided, for example, that some drivers work overtime while others work substantially less than the regular working time, due to fairness aspect. It can be avoided by minimizing the maximum overtime of all drivers, which results in less payments for overtime.

Fairness: Besides the above mentioned fair distribution of working times, insufficient days off for each driver reflects the fairness of the days off distribution for all drivers. Moreover, the distribution of unpopular activities are embedded in the preferences of drivers (i.e., the desirability of an activity on one particular day).
Figure 1  An example of different functions of the penalty costs for the alternatives of late shifts.

Robustness: Usually in operational days many disruptions occur, such as illness. Therefore, a set of standbys should be planned to cover the absences, but the number of them should be minimized to avoid unused standbys. In this work, the number of standbys per day are defined by the bus company by experience. One publication about the optimal planning of the assignment of standbys based on the historical statistics of illness can be found in Xie et al. (2012b).

Moreover, we need to consider the previous planning period, which is assumed to be fixed for the actual planning period. Some other fixed activities are also considered in the current planning periods, such as a training period and annual leaves. We assume that all fixed activities comply with the horizontal and vertical rules. However, between the fixed and unfixed activities the horizontal rules should be checked. The details will be shown in Section 4 together with the example in Figure 3 of the next section.

2.2. Cyclic and non-cyclic crew rostering

There are several ways to generate a roster. A cyclic roster is generated for a group of drivers who have the same qualifications and similar preferences. Such a roster includes several rows of duties from Monday to Sunday. The number of the rows is equal to the number of drivers in this group. All drivers within a group use the same roster but begin with different rows. An example is shown in Figure 2, in which different activities, ES (early shift), MS (midday shift), LS (late shift) as well as F (day off), are assigned to two drivers.

In cyclic rostering, the number of days in the planning period is equal to the number of drivers multiplied by seven. Each week is assigned to each driver in such a way that each weekly pattern is worked in parallel with a person. Cyclic rostering is a rather simple way to generate rosters,
because instead of generating a roster for each driver a roster is generated for a group of drivers. Furthermore, the roster is fair since drivers within a group have the same duties, including unpopular duties, and the days off and weekends-off are evenly distributed. However, a cyclic roster considers the duties from the weekdays, not the calendar days. Therefore, it is not flexible enough to respond to changes in traffic, such as more traffic on holidays. Moreover, a new employee cannot be easily added to an existing group, since the planning horizon will be changed, an one more week must be planned.

The shortcomings of cyclic rostering can be avoided if an individual roster is generated for each driver within a given time period (e.g., one month). Such a non-cyclic roster may consider wishes with respect to a special single day off or vacation periods. Non-cyclic rostering provides more freedom to take holidays and special events into account. Figure 3 shows an example of a two-week, non-cyclic rosters for two drivers, in which the first five days are in the previous period. As mentioned before, the horizontal rules between the fixed and unfixed activities must be enforced. We assume that the maximum consecutive number of working days is restricted to 5. The five fixed activities in the last period of driver \(d_2\) are work-related activities. Therefore, a day off activity should be assigned to the first day of the planning period (day 6 in the example). Additionally, we assume the maximum length of a days off period is three days. A working day is therefore required for \(d_1\) on day 6. We assume that the distance of two double-off activities from the previous period to the current one is defined to be 7. The last double-off in the previous period of \(d_1\) is on 5th day, and a double-off is required within the next 7 days, such as on days 10 and 11. Such restrictions can be used to reduce the complexity of our network design in Xie and Suhl (2013). Note that the previous period is implicitly considered in the cyclic roster, if the roster is not disrupted.

The non-cyclic rostering approach is widely used in the airline industry, especially in Europe (see Kohl and Karisch (2004), Cappanera and Gallo (2004) and Maenhout and Vanhoucke (2010)). In recent years, this way of generating rosters was also investigated in railways (see De Pont (2006) and Hanne et al. (2009)). In bidline rostering, which is used mostly at North American airlines, a roster is generated subsequently for each individual crew member in decreasing order of seniority.
in the crew rank (see Kohl and Karisch (2004) for an overview). In the rest of this paper, the cyclic crew rostering is called CCR and non-cyclic crew rostering NCCR.

The crew rostering problem in transportation is differed from the ones in other applications, since it deals with trips/flights. The rostering of call centers, police services, airport ground staffs and general employees deal with flexible demand, while the rostering of nurses and ambulance services deal with shift based demand. More details can be found in Ernst et al. (2004).

The CCR and the NCCR are often solved as a sequence of sub-problems due to their high complexity as shown in Moz and Pato (2007) for the nurse rostering problem. A roster is a schedule of combinations of work-related activities (standby, shift/duty) and day off activities (single-off, double-off). Therefore, the following sub-problems are mostly applied in the literature (see Xie and Suhl (2013) for an overview).

- **days off scheduling**, which is used to assign days off optimally to drivers/driver groups by considering fair distribution of days off.
- **shift assignment**, in which shifts are assigned to drivers based on the given distribution of days off.
- **duty sequencing**, in which duties are assigned to drivers/driver groups according to the result of shift assignment.

Days off scheduling and shift assignment are solved within a step in Emden-Weinert et al. (2000) and Xie et al. (2012b), called the *rota scheduling problem*. Another integration can be made between shift assignment and duty sequencing (called *shift-duty assignment*), i.e., crew rosters are generated based on days off pattern, such as in Townsend (1986), Bianco et al. (1992), Xie et al. (2012a). We solve in this paper these sub-problems within one step, called *integrated planning*.

3. Relevant Research for Crew Rostering

In terms of the mathematical models, the following two relevant models are mostly applied to solve crew rostering in transportation sectors, including public bus transit, airline, rail.

First, the crew rostering problem can be formulated as *set partitioning/covering problem* where each duty is defined as a row and each valid roster is represented as a column. It has been applied widely in air or rail context, such as in Ryan (1992), Day and Ryan (1997), Gamache and Soumis...
However, such model is not popular in crew rostering in public bus transit, except for two applications for solving sub-problems, the duty sequencing in Catanas and Paixão (1995) and the days off scheduling in Pedrosa and Constantino (2001). Moreover, column generation is applied for solving a simplified NCCR problem in public transit in Yunes et al. (2005). One reason for that is the size of the real-world instances for the crew rostering problem in public transit is larger than those for the air/rail rostering problem. It is common that a driver can drive different types of vehicles, therefore, many drivers are capable to the same duty that makes the assignment problem more complex. Moreover, unlike a daily duty in public transit, a tour of duties (known as pairing) in the air/rail rostering problem can span up to several days. This creates a large number of duties considered in rosters in public bus transit. Another reason for the fewer applications of column generation for solving crew rostering in public bus transit is that the complicated horizontal rules (including quality rules) make the generation of a feasible and good roster more difficultly (see Section 2.1).

Second, the crew rostering problem can be cast as a network based mathematical model. A multi-commodity network flow problem is modeled in Cappanera and Gallo (2004), Xie and Suhl (2013) and Respício et al. (2007) for solving the NCCR, in each network layer activity arcs/nodes and connecting arcs are used to represent the activities and the compatible activities for an employee. For solving the CCR problem, different single-commodity networks were developed. In the network of Caprara et al. (1997), Caprara et al. (1998) and Caprara et al. (1999), nodes represent duties while arcs represent different ways of sequencing the corresponding duties, i.e., directly or with a rest in between. The network in Sodhi and Norris (2004) is applied to solve the rota scheduling problem, where shift patterns (a sequence of shifts without other activities) are represented by nodes and the possible connections between them are given by arcs. Based on the assigned days off pattern, a duty-block network in Xie et al. (2012a) is developed to solve shift-duty assignment problem, where activity arcs/nodes and connecting arcs are used to represent the activities and the compatible activities.

Most of them are solved with heuristics. Metaheuristics are widely used to solve multi-objective rostering problem in Monfroglio (1996), Ernst et al. (1998), Lukić and Teodorović (1999) Hanne et al. (2009), El Moudani et al. (2001), Lee and Chen (2003), Lukić and Teodorović (2007), Maenhout and Vanhoucke (2010), Moz et al. (2009), Respício et al. (2007), Xie et al. (2013). Besides that, a column generation approach is applied for solving set partitioning/covering-based rostering models in Gamache and Soumis (1998), Gamache et al. (1999), Medard and Sawhney (2007), Catanas and Paixão (1995), Pedrosa and Constantino (2001), where the linear relaxation of the set partitioning problem is solved in the master problem, while in sub-problem (also called as
pricing problem) new columns with negative reduced costs are found. The new columns are added to the master problem to update reduced costs. The sub-problem is formulated as a (constrained) shortest path problem based on a network in which nodes represent pairings/duties, and arcs represent possible links between a pairing and the other activities for each employee. Additionally, the combination of constraint programming and column generation for the air crew rostering problem is discussed in Sellmann et al. (2000). A similar approach is applied for solving the urban transit NCCR problem in Yunes et al. (2005).

The other solution approaches include a constructive heuristic based on lagrangean relaxation in Caprara et al. (1997) and Caprara et al. (1999). A linear relaxation is solved with an efficient branching strategy in Ryan (1992). And goal programming is applied for the multi-objective days off problem in Prakash et al. (1984), and for the multi-objective rostering problem in Respício et al. (2007) and Mesquita et al. (2011).

The main differences between column generation implemented in this paper and the existing one in Yunes et al. (2005).

- We formulate the crew rostering problem as a multi-commodity flow network problem instead of a classic set-partitioning problem.
- We solve both CCR and NCCR problems with same column generation approach.
- We consider a more complex crew rostering problem (see rules in Section 2.1), including components like multiple objectives, balanced workloads, feasibility checks from the previous period to the current one, fixed activities in the current planning period, personal requirements (not only the need for days off, but also considering the daily desired activities including a day off on each calendar day, etc.).
- We generate in each pricing problem a roster with the smallest negative reduce cost. The problem is formulated as an integer program instead of as a constraint satisfaction problem.

The subproblems as mentioned in previous section are often formulated as mixed-integer linear programming problems, which can be solved with a commercial solver or with heuristics. The overview of the corresponding publications can be found in Xie and Suhl (2013).

4. Multi-commodity network design

The NCCR problem in this work is formulated as a multicommodity flow network as in Xie and Suhl (2013). It is extended from the network design for the air crew rotering in Cappanera and Gallo (2004). For each driver, a network layer is generated, where two types of arcs exist: activity and connection arcs. Activity arcs represent valid activities of the driver for each day and connection arcs represent compatible connections between activity arcs. Compatibility between two activity arcs means that the direct sequencing of both activities does not violate any horizontal
compatibility rules. Each network layer is acyclic, and a start and end node are defined for each layer. Finding a path in a network layer from the start node to the end node corresponds to a schedule for the driver over a month or several months. On each network layer, the cost of each activity is defined to reflect the desire of the driver, while the cost of each connection arc is used to reflect the desire of sequencing activities of the driver. An example for the desire of sequencing activities for a driver is that similar shifts are connected. Less desired activity arcs and combination arcs receive higher cost. More details about this penalty cost are described in Section 2.1. An illustration of the reduced network of driver d1 and d2 for the example in Figure 3 is shown in Figure 4, in which the different types of activity arcs are illustrated as nodes for a better representation. The network reduction techniques are are discussed in Xie and Suhl (2013). The nodes with letter E, M, L represent shift types early, midday, and late, respectively. The ones with number 1 and 2 represent the single-off and double-off respectively. The marked nodes are the activities selected for the drivers.

The same network design and reducing techniques for NCCR are used for solving the CCR problem. However, as in Xie and Suhl (2013), the following differences should be noticed during the formulation of models.

- We consider each driver group as one driver.
- For each driver there might be a different planning period, which is calculated as the number of drivers in the driver group multiplied by the number of weekdays within a week (i.e, seven).
Figure 5   Illustration of the network layer of the CCR problem in Figure 2.

- The capacity of each work-related activity is no longer restricted by days, but weekdays.
- Due to the property of CCR, the compatibility of the assigned activity on the last day with
  the one on the first day should be checked. Additionally, the length of working, days off blocks as
  well as the length of maximal distance between two double-off arcs should be checked. In order to
  retain the acyclic network, a sequence of artificial days is appended to the planning period whose
  length is equal to the largest block length we consider (such as the maximal distance between
  two double-off arcs). The available activity arcs of these artificial days are equal to those at the
  beginning of the planning period.

The network for the example shown in Figure 2 is illustrated in Figure 5. One network layer
is generated for two drivers within a group in the example. Additionally, the maximal distance
between two double-off arcs is defined as seven. Therefore, seven days are append to the end of the
planning horizon, which in this example is 14 days.

5. Column Generation for the NCCR

In this section, the column generation approach for the NCCR is described, which includes the
generation of an initial solution in Section 5.1, and the description of the master and pricing problem
models (see Section 5.2 and 5.3). A short description of sub-problems is shown in Section 5.4.

We first begin with a definition of basic and specialized index-sets, all necessary parameters and
variables.

Index-sets

\[\mathcal{M} \quad \text{Set of all employees.}\]
\[\mathcal{T}_m \quad \text{Partially ordered set of all discrete time-elements } t \text{ (here: days) of the}\]
\[\text{planning horizon, which means } \mathcal{T}_m = \{1, \ldots, T_m\} \forall m \in \mathcal{M}.\]
\[\mathcal{D} \quad \text{Set of all activities } d.\]
\[\mathcal{D}_t \subseteq \mathcal{D} \quad \text{Set of all available activities on day } t \in \mathcal{T}_m.\]
\[\mathcal{D}_w \subseteq \mathcal{D} \quad \text{Set of all work-related activities.}\]
\[\mathcal{D}_b \subseteq \mathcal{D}_w \quad \text{Set of all stand by activities.}\]
\[\mathcal{D}_s \subseteq \mathcal{D}_w \quad \text{Set of all shift activities.}\]
\[\mathcal{D}_f \subseteq \mathcal{D} \quad \text{Set of all day off activities.}\]
Set of all double-off activities.
Set of all single-off activities.
Set of all moved day off activities.
Set of all moved day off activities at a weekend.
Set of all dummy activities.
Set of duties.
Set of duties belonging to the activity arc $e$, where $e \in A_{m,t,d}, d \in D_s, t = T_d, m \in M$.
Set of all edges $e$. This set include the set of all activity arcs $A$ implied by the given activities with the set of all compatibility arcs $C$.
Set of all activity arcs.
Subset of $A$ that contains all activity arcs including the extended source $e_m^{es}$ and sink-edges $e_m^{ee}$ of the employee $m \in M$.
Subset of $A$ that only contains the activities available to a given employee $m \in M$ on day $t \in T_m$ referring to an activity $d \in D$.
Set of all shift activity arcs.
Set of all shift activity arcs of driver $m \in M$.
Set of all compatibility-arcs.
Set of all compatibility-arcs outgoing from activity-arc $e$, which link to all compatible activity arcs of the following day for a specific employee. The so-called “Forward-Star” (see also Cappanera and Gallo (2004)), with $e \in A^s$.
Set of all compatibility arcs incoming to activity arc $e$, which link to all compatible activity arcs of the preceding day for a specific employee. The so-called “Backward-Star” (see also Cappanera and Gallo (2004)) with $e \in A^s$.
Contains all compatibility arcs $e$ that are forbidden due to incompatibility.
Contains all sets $s$ of sequencing activity arcs, which are forbidden to be simultaneously active in a feasible solution. This means, for example, $(e_i, \ldots, e_j) \in S$ with $e_i, \ldots, e_j \in A$. These sets of edges are implied by the given forbidden sequences. Due to the reduction in the network, each $|s| > 2$.
Set $s$ of forbidden sequencing activity arcs for the driver $m$.
Contains all sets $s$ of sequencing duties (length 2) for the driver $m$, which are forbidden to be simultaneously active in a feasible solution due to violating the overnight rest period.
Set of all activity and compatibility arcs as well as duties of a feasible solution.

**Parameters**

$T_m$ Count of days of the planning horizon for employee $m$.
$D$ Maximal distance between two double-off arcs.
$H$ Minimal rest hours between two work-related activities.
$L_{Rm}$ Maximal length of consecutive day off activities for employee $m$.
$L_{Wm}$ Maximal length of consecutive work-related activities for employee $m$. 
Penalty cost for not satisfying the maximal distance, defined by $D$, between two double-off activities.

Penalty cost for falling short of the minimal amount of day off activities per employee.

Penalty cost for exceeding the maximal amount of single-off activities per employee.

Penalty cost for falling below regarding the minimal count of standbys of an employee.

Penalty cost for an unallocated shift/duty.

Penalty cost for activating an activity which indicates a moved day off activity.

Penalty cost for activating an activity which indicates a moved day off activity at a weekend.

Penalty cost for the maximum overtime of all drivers.

Cost which appear when using the activity $e$.

Penalty cost for an unassigned day per employee.

Reduced cost of selecting the activity arc $e \in \mathcal{A}_m^s$ for the employee $m \in \mathcal{M}$.

Reduced cost of selecting the duty $j \in J_e$ of the activity arc $e \in \mathcal{A}_m^s$ for the employee $m \in \mathcal{M}$.

Count of units of an activity $d \in \mathcal{D}_w \cup \mathcal{D}_f$ which are planned to get allocated.

Work time consumed when using an activity belonging to the work-related activity $d \in \mathcal{D}_w$.

Work time consumed when using a duty $j \in J$.

The day of the work-related activity $d \in \mathcal{D}_w$.

Minimal count of days off for employee $m$.

Maximal count of single-off activities for employee $m$.

Minimal count of standbys for employee $m$.

Desired amount of working hours for employee $m$. When exceeding this value for the correlating employee the resulting surplus will be considered overtime.

Outgoing activity arc of the compatibility arc $e \in \mathcal{C}$.

Variables

$x_e^a$ Binary variable that depicts the flow over the activity arc $e \in \mathcal{A}^s$.

$x_e^c$ Binary variable, which depicts the flow over the compatibility arc $e \in \mathcal{C}$.

$e_e^m$ Binary variable for defining the source edge of employee $m \in \mathcal{M}$.

$e_e^m$ Binary variable for defining the sink edge of employee $m \in \mathcal{M}$.

$y_{e,j}$ Binary variable that is equal to one if the duty $j$ is assigned to the activity arc $e \in \mathcal{A}_{m,t,d}$, and 0 otherwise.

$\sigma_m$ Sum of the days off for the employee $m$ described through an integer-variable with the bounds $l = 0$ and $u = T^m$.

$\nu_m$ Binary variable that indicates if the sum of days off is satisfactory for the corresponding employee $m$.

$\tau_m$ Sum of single-off activities for the employee $m$ depicted by an integer variable with the bounds $l = 0$ and $u = T^m$.

$w_m$ Binary variable that indicates if the sum of single-off activities is overflown for the employee $m$.

$\psi_m$ Sum of the standbys of the employee $m$. This integer variable is bounded between $l = 0$ and $u = T^m$. 
\( p_m \) Binary variable, which indicates if the sum of used standbys is falling short for employee \( m \).

\( \lambda_d \) Sum of not allocated units of activity \( d \) depicted by an integer variable within the bounds \( l = 0 \) and \( u = I_d \).

\( d_m \) Binary variable, which indicates if a violation of the maximal distance between two double-off activities is present for the employee \( m \).

\( \phi \) Maximal overtime over all employees as a positive continuous variable.

\( z_m \) Integer variable that indicate the sum of open days for the employee \( m \), since it is possible that there are some days without assigned activities for the employee \( m \).

### 5.1. Initial Solution

The initial solution \( \mathcal{X} \) can be achieved by a construction heuristic driver-by-driver with backtracking (see Algorithms 1). Let \( \mathcal{X} \) be a set of vectors \((\text{activity}, \text{duty})\). The horizontal and vertical rules are considered in the construction heuristic, i.e., the generated solution for each driver is feasible. In \( \mathcal{F}_n \) the compatibility arcs \( e \) are collected such that adding their corresponding activity arcs \( e' \) to the current solution does not violate any maximum block lengths or forbidden sequences. An examples about detecting forbidden sequences is illustrated in Figures 6. Moreover, the capacity of each activity should be controlled during the generation. Therefore, the method we generate a initial solution is called as a look-ahead method. If it exists no valid choice, then back-tracking (Algorithm 2) is activated until a valid choice is available or a source-node is reached.

In the example shown in Figure 6, three forbidden sequences are considered, which are illustrated as branches of trees. An early shift activity is represented by a node with mark \( \text{E/0} \), while \( \text{M/0} \) and \( \text{L/0} \) mean a midday and late shift activity, respectively. A standby activity is marked by \( 0/4 \). A duty \( j \in \mathcal{J}_e \) is then feasible if \( j \) is compatible with the previous duty (i.e., it does not violate overnight rest time) and it is available. A check of validity of adding an activity can be done by checking its corresponding node in the tree up to the root nodes and down to all leaves, if necessary. The reference between each activity and itself in each forbidden tree is attached during the generation of a solution. Each reference is illustrated by a dotted line. In this example, by adding the early shift \( \text{E/0} \) to the actual solution, this shift is attached to the leaf of the tree (by a dotted line), however, this early shift is forbidden to be added to the actual solution. Since the previous two days late shift and midday shift are selected sequentially (the forbidden sequence \((\text{LS, MS, ES})\)).

In the function UpdateMetaInfo() of lines 15 and 26 in Algorithm 1, the actual block length of working days and days off as well as the capacity of an activity are updated. An example illustrated in Figure 7 shows after the checking of feasibility, block length of working days and days off are updated. The capacity of each activity is updated for all drivers on each day (for the NCCR)/week day (for the CCR).
Algorithm 1 The construction algorithm for generating a feasible initial solution.

1: procedure DRIVER-BY-DRIVER
2: \( X \leftarrow \emptyset \)
3: for all driver \( m \in M \) do
4: \( n \leftarrow e_m^* \)
5: while \( n \neq \text{nil} \) do
6: \( F'_n \leftarrow \text{Subset of randomly sorted feasible outbound compatibility arcs } e \in F_n \)
7: if \( F'_n = \emptyset \) then
8: \( n \leftarrow \text{BACKTRACKREPAIR} \)
9: end if
10: \( e \leftarrow \text{Pop}(F'_n) \)
11: while \( e \neq \text{nil} \) do
12: \( e' \leftarrow A_e \)
13: if \( J_{e'} \neq \emptyset \) then
14: if \( \exists \) a feasible duty \( j \in J_{e'} \) then
15: \( X \leftarrow X \cup \{(e',j)\}, \text{UpdateMetaInfo()} \)
16: \( n \leftarrow e' \)
17: break
18: else
19: \( e \leftarrow \text{Pop}(F'_n) \)
20: if \( e == \text{nil} \) then
21: \( n \leftarrow \text{BACKTRACKREPAIR} \)
22: break
23: end if
24: end if
25: end if
26: else
27: \( X \leftarrow X \cup \{(e',\text{nil})\}, \text{UpdateMetaInfo()} \)
28: \( n \leftarrow e' \)
29: break
30: end if
31: end while
32: end for
33: return \( X \)
34: end procedure
Algorithm 2 The backtracking procedure used for the construction algorithm

procedure BACKTRACKREPAIR

k ← nil
do
if k ≠ nil then
K ← K \ {k}
end if
k ← Pop(\mathcal{X})[0]
UpdateMetaInfo()
K ← K ∪ k
while \mathcal{F}_k' = ∅
return k
end procedure

Figure 6 Tracking forbidden sequences.

Figure 7 Update of block length.

In the back-tracking algorithm, \( K \) is defined as a set of activity arcs, similar to a tabu list. The algorithm gives activity arc \( k \) as output, which indicates the closest possible activity to backtrack. From that activity begins the search of the rest of initial solution.
It is worth to mention that, Algorithm 1 is suitable for both CCR and NCCR problems, as well as the rota scheduling problem of them.

5.2. The Master Problem

All quality rules described in Section 2.1 are considered in the master problem. Those rules are formulated as soft constraints and can be weighted by applying specific penalty costs to them.

Preferences The costs of selected undesired activities in objective (1), and the costs for moved days off (at weekends) in objective (2) and (3). Additionally, another cost reflects the desirability of the frequency of a desired/undesired activity, which contains the costs of underrun days off. The fulfillment of the minimal sum of days off per driver is achieved by the constraint set (14). The first group of constraints sums the count of days off per driver, while the second group determines whether the minimal sum of days off is met. If it is not met for a driver, then the penalty cost in objective (4) is activated. The same is for overrun single-off activities (see constraint set (15) and objective (5)). Moreover, constraint set (16) checks whether at least one violation of the maximal distance between two double-off activities is occurred for each driver. In that case, objective (6) is activated.

Real costs are considered as follows. The number of unassigned shifts is counted as $\lambda_d$ in the constraint set (13) and minimized in objective (8). Additionally, if a given number of standbys falls short for a driver, the corresponding penalty costs will be added to the objective function (see constraint set (17) and objective (7)). In order to avoid the case that there is no activity possible for a driver on a day, a dummy activity is selected. In (18), the sum of all open days for a driver $m$ is stored in the integer variable $z_m$. And the number of them are minimized in objective (9). Moreover, in order to prevent the large differences of overtimes among drivers, the constraint set (20) defines the maximal overtime of all drivers, which is minimized in objective (10).

Fairness An even distribution of workload (overtime) is considered in constraints (20) and objective (10). The other one, i.e., the given number of days off for each driver, should be satisfied as far as possible (see constraint set (14) and objective (4)).

Constraints As described above, the NCCR is formulated as a multi-commodity network flow problem, which contains the following network constraints. The set of constraints (11) makes sure that the value of an activity arc matches the sum of all compatibility arcs of the backward-star as well as the sum of all compatibility arcs of the forward-star (flow conservation), while the set of constraints (12) ensures that exactly one activity is selected for the driver $m$ per day (demand satisfaction). Additionally, the capacity constraints (19) and (21) in the vertical rules are considered in order to check the compatibility of the generated rosters of all drivers. Moreover, the relation between each shift activity arc and its corresponding duties is taken into account (see constraint
set (22)), i.e., each assigned shift gets a corresponding duty. We do not consider all variables in the master problem, but only some of them. Therefore, this problem is called the restricted master problem. The considered variables are relaxed, i.e., they are linear variables.

\[
\begin{align*}
\min_{z_{NCCR}} & \sum_{e \in A^s} C_e^a \cdot x_e^a \\
& + \sum_{m \in M} \sum_{d \in D_m} \sum_{e \in A_{m,T_d,d}} C_{m1} \cdot x_e^a \\
& + \sum_{m \in M} \sum_{d \in D_m} \sum_{e \in A_{m,T_d,d}} C_{m2} \cdot x_e^a \\
& + \sum_{m \in M} C_f \cdot v_m \\
& + \sum_{m \in M} C_g \cdot w_m \\
& + \sum_{m \in M} C_d \cdot \delta_m \\
& + \sum_{m \in M} C_p \cdot p_m \\
& + \sum_{d \in D_s} C_u \cdot \lambda_d \\
& + \sum_{m \in M} C_{du} \cdot z_m \\
& + C_o \cdot \phi
\end{align*}
\]

Costs of selected activities \hspace{1cm} (1)

Moved days off \hspace{1cm} (2)

Moved days off at a weekend \hspace{1cm} (3)

Costs of under run days off \hspace{1cm} (4)

Costs for overflown single-offs \hspace{1cm} (5)

Violated dist. bet. double-offs \hspace{1cm} (6)

Underrun standbys \hspace{1cm} (7)

Costs of unassigned shifts \hspace{1cm} (8)

Costs of open days \hspace{1cm} (9)

Overtime \hspace{1cm} (10)

s.t.

\[
\begin{align*}
x_e^a &= \sum_{e' \in F_e} x_{e'}^c & \forall e \in A^s \\
x_e^a &= \sum_{e' \in B_e} x_{e'}^c & \forall e \in A^s \\
e^s_m &= 1 & \forall m \in M \\
e^c_m &= 1 & \forall m \in M \\
I_d - \sum_{m \in M} \sum_{e \in A_{m,t,d}} x_e^a &= \lambda_d & \forall d \in D_s, t = T_d \\
\sum_{e \in A_{m,t,d}} x_e^a &= \sigma_m & \forall m \in M, t \in T_m, d \in D_f \\
F_m - v_m \cdot T^m & \leq \sigma_m & \forall m \in M \\
\sum_{e \in A_{m,t,d}} x_e^a &= \tau_m & \forall m \in M, t \in T_m, d \in D_{sf}
\end{align*}
\]
\[ E_m + w_m \cdot T^m \geq \tau_m \quad \forall m \in M \]
\[ \sum_{t'=t}^{t+D} \sum_{e \in A_{m,t',d}} x_{e,t'}^m \geq 1 - d_m \quad \forall m \in M, d \in D_{df}, t \in \{1, \ldots, T_m - D\} \quad (16) \]
\[ \sum_{e \in A_{m,t,d}} x_{e}^m = \psi_m \quad \forall m \in M, t \in T_m, d \in D_b \quad (17) \]
\[ \psi_m \geq V_m - p_m \cdot V_m \quad \forall m \in M \]
\[ \sum_{d \in D_{du}} \sum_{e \in A_{m,t,d}} x_{e}^m = z_m \quad \forall m \in M \quad (18) \]
\[ \sum_{m \in M} \sum_{e \in A_{m,t,d}} x_{e}^m \leq I_d \quad \forall d \in D_w \cup D_f, t = T_d \quad (19) \]
\[ \sum_{d \in D_w \setminus D_d} \sum_{e \in A_{m,t_d,d}} W_{d} \cdot x_{e}^m + \sum_{d \in D_d} \sum_{e \in A_{m,t_d,d}} \sum_{j \in J_e} W_{j} \cdot y_{e,j} = R_m \quad \forall m \in M \quad (20) \]
\[ \sum_{e \in A_j} y_{e,j} \leq 1 \quad \forall j \in J \quad (21) \]
\[ x_{e}^m = \sum_{j \in J_e} y_{e,j} \quad \forall e \in A^a \quad (22) \]

5.3. The Pricing Problem

The pricing problem aims to generate a feasible roster with minimal reduced costs for each driver in objective (23). Recall that, \( C^r_e \) is defined as the reduced cost of selecting the activity arc \( e \in A_m^a \) for the employee \( m \in M \) and \( C^r_j \) is the reduced cost of selecting the duty \( j \in J_e \) of the activity arc \( e \in A_m^a \) for the employee \( m \in M \). They are updated after solving the master problem. The following pricing model is run in parallel for each driver \( m \in M \). It is based on the hard constraints of the integrated model for the NCCR in Xie and Suhl (2013), but without the capacity constraints. Moreover, constraints (22a) ensure each assigned shift activity arc get an assigned duty, while constraints (28) forbid the impossible combination of duties.

We consider in each pricing problem only one network layer for a driver. Therefore, the network constraints for a single network layer are considered during the generation of a feasible schedule for a driver. The flow conservation constraints (11a) and the demand satisfaction constraints (12a) are defined for each driver. Additionally, a resource constrained shortest path has to be determined in each network layer. The resources include the maximal block length of work-related days (see constraint set (24)) as well as the maximal block length of days off for the driver \( m \) (see constraint set (25)). Additionally, the double-off as well as forbidden sequences are defined in the constraints (26) and (27), respectively. All variables in the pricing problem are integer variables.
\[
\min \ z_{\text{NCCR}}^P = \sum_{d \in D_s} \sum_{e \in \mathcal{A}_m, t_d, d} (C^r_e \cdot x^a_e + \sum_{j \in \mathcal{J}_e} C^r_{j} \cdot y_{e,j}) + \sum_{d \in D \setminus D_s} \sum_{e \in \mathcal{A}_m, t_d, d} C^r_e \cdot x^a_e \tag{23}
\]

s.t.

\[
x^a_e = \sum_{e' \in \mathcal{F}_e} x^c_{e'} \quad \forall e \in \mathcal{A}_m \tag{11a}
\]

\[
x^e_e = \sum_{e' \in \mathcal{B}_e} x^c_{e'} \quad \forall e \in \mathcal{A}_m \tag{12a}
\]

\[e^m = 1\]

\[e^e = 1\]

\[
\sum_{t' = t}^{t + L_m^W} \sum_{e \in \mathcal{A}_{m, t', d}} x^a_e \geq 1 \quad t \in \{1, \ldots, T_m - L_m^W\}, d \in \mathcal{D}_f \tag{24}
\]

\[
\sum_{t' = t}^{t + L_m^R} \sum_{e \in \mathcal{A}_{m, t', d}} x^a_e \geq 1 \quad t \in \{1, \ldots, T_m - L_m^R\}, d \in \mathcal{D}_w \tag{25}
\]

\[
\sum_{e \in \mathcal{A}_{m, t, d}} x^a_e \geq \sum_{e \in \mathcal{A}_{m, t+1, d}} x^a_e \quad t \in \{1, \ldots, T_m - 1\}, d \in \mathcal{D}_{df} \tag{26}
\]

\[
\sum_{e \in s} x^a_e \leq |s| - 1 \quad \forall s \in \mathcal{S}_m \tag{27}
\]

\[y_{e,j} + y_{e',j'} \leq 1 \quad \forall e \in \mathcal{A}_j, e' \in \mathcal{A}_{j'}, (j, j') \in \mathcal{S}_m \tag{28}
\]

\[
x^a_e = \sum_{j \in \mathcal{J}_e} y_{e,j} \quad \forall e \in \mathcal{A}_m \tag{22a}
\]

### 5.4. Subproblem: Rota Scheduling (RS)

As shown in Xie and Suhl (2013), the rota scheduling problem is hard to solve, therefore, a similar column generation approach is also applied to solve the rota scheduling problem. The mathematical model of its sequencing process, i.e., the duty sequencing problem, can be found in Xie and Suhl (2013).

**The Master Problem**

All constraints in the master problem of the integrated planning for the NCCR in Section 5.2 are also considered in the model of this problem, except the constraints about duties, (21) and (22). Moreover, the constraint set defining the maximum overtime for all drivers (20) is modified by (20a), and its corresponding objective (10a).

\[
\min \ z_{\text{NCCR}}^{M, RS} = (1) + (2) + (3) + (4) + (5) + (6) + (7) + (8) + (9) + C^o \cdot \phi' \tag{10a}
\]
\[ \sum_{d \in D_w} \sum_{e \in A_{m,T_d,d}} W_d - R_m \leq \phi' \quad \forall m \in M \]  

The Pricing Problem

This problem aims at finding a feasible combination of activities for the driver \( m \) with the lowest reduced cost (See objective (23a)). All constraints in the pricing problem of the crew rostering problem in Section 5.3 are also considered in the model of this problem, except the constraints about duties (28) and (22a).

\[
\min z_{NCCR}^{P,RS} = \sum_{e \in A_n} C_e^c \cdot x_e^a \quad \text{(Reduced costs)} \]  

s.t.

(11a), (12a), (24), (25), (26), (27)

6. Column Generation for the CCR

As mentioned in Section 4, the differences between this problem and the NCCR problem is that the capacity of each work-related activity is no longer restricted by days, but weekdays. Additionally, the constraints about the artificial days should be considered. Therefore, \( T_d' \) is defined as the weekday of the work-related activity \( d \in D_w \). Note that \( T_m \) is defined as a set of days for driver \( m \), including the artificial days for the CCR problem. \( T_{art}^m \subset T_m \) is defined as the set of artificial days in the network of driver \( m \). A set \( T_{m,t} \) is used to define the days (but not including artificial days) in the network of the weekday \( t \) for the driver \( m \in M \). For example, the weekday \( t \) is equal to 1, so a set \( T_{m,t} \) might be \( \{1, 8, 15, \ldots\} \). The length of the artificial days for each driver \( m \) is stored in \( b_{art}^m \). Note that we use the similar initial solution as shown in Section 5.1 for the NCCR problem.

6.1. The Master Problem

The artificial days should be ignored by the constraints of calculations of unassigned shifts (13a), insufficient days off (14a), overrun single-offs (15a), insufficient standbys (17a), the unassigned days (18a), as well as the maximum overtime (20b). However, the artificial days are considered in the constraints of flow conservation (11), demand satisfaction (12) as well as checking maximal distance between two double-off activities (16). Constraints (13a) and (19a) make sure that the work-related activities are restricted by weekdays. Constraints (29) and (30) make sure the selected activity and duty on each artificial day \( T_m - b_{art}^m + i \) is equal to the selected ones on the day \( i \), where
\( i \in \{1, 2, ..., b_m \} \). Additionally, the relation between a shift activity arc and its possible duties is guaranteed in (22), and the duty capacity constraints in (21) should be considered as well.

\[
\min z^M_{CCR} = (1) + (2) + (3) + (6)
\]

\[
+ \sum_{m \in M} C^f \cdot v'_m \quad \text{(Costs of underrun days off)}
\]

\[
+ \sum_{m \in M} C^g \cdot w'_m \quad \text{(Costs for overflown single-offs)}
\]

\[
+ \sum_{m \in M} C^p \cdot p'_m \quad \text{(Underrun standbys)}
\]

\[
+ \sum_{d \in D_s} C^u \cdot \lambda'_d \quad \text{(Costs of unassigned shifts)}
\]

\[
+ \sum_{m \in M} C^{du} \cdot z'_m \quad \text{(Costs of open days)}
\]

\[
+ C^o \cdot \phi'' \quad \text{(Overtime)}
\]

s.t.

\[
(11), (12), (16), (21), (22), (28)
\]

\[
I_d - \sum_{m \in M} \sum_{t' \in \mathcal{T}_m} \sum_{e \in \mathcal{A}_{m,t',d}} \alpha_e = \lambda'_d \quad \forall d \in D_s, t = T'_d
\]

\[
\sum_{e \in \mathcal{A}_{m,t,d}} \alpha_e = \sigma'_m \quad \forall m \in M, d \in D_f, t \in \mathcal{T}_m \setminus \mathcal{T}_m^{art}
\]

\[
F_m - v'_m \cdot T^m \leq \sigma'_m \quad \forall m \in M
\]

\[
\sum_{e \in \mathcal{A}_{m,t,d}} \alpha_e = \tau'_m \quad \forall m \in M, d \in D_{sf}, t \in \mathcal{T}_m \setminus \mathcal{T}_m^{art}
\]

\[
E_m + w'_m \cdot T^m \geq \tau'_m \quad \forall m \in M
\]

\[
\sum_{e \in \mathcal{A}_{m,t,d}} \alpha_e = \psi'_m \quad \forall m \in M, d \in D_b, t \in \mathcal{T}_m \setminus \mathcal{T}_m^{art}
\]

\[
\psi'_m \geq V_m - p'_m \cdot V_m \quad \forall m \in M
\]

\[
\sum_{t \in \mathcal{T}_m \setminus \mathcal{T}_m^{art}} \sum_{d \in D_{du}} \sum_{e \in \mathcal{A}_{m,t,d}} \alpha_e = \zeta'_m \quad \forall m \in M
\]

\[
\sum_{m \in M} \sum_{t' \in \mathcal{T}_m} \sum_{e \in \mathcal{A}_{m,t',d}} \alpha_e \leq I_d \quad \forall d \in D_w, t = T'_d
\]

\[
\sum_{t \in \mathcal{T}_m \setminus \mathcal{T}_m^{art}} \sum_{d \in D_{w \setminus \mathcal{D}_s \setminus \mathcal{T}_m^{art}}} \sum_{e \in \mathcal{A}_{m,t,d}} \alpha_e +
\]

\[
\sum_{t \in \mathcal{T}_m \setminus \mathcal{T}_m^{art}} \sum_{d \in D_{w \setminus \mathcal{D}_s \setminus \mathcal{T}_m^{art}}} \sum_{e \in \mathcal{A}_{m,t,d}} \sum_{j \in J} \psi'_j \cdot y_{e,j} -
\]

\[
R_m \leq \phi'' \quad \forall m \in M
\]

\[
x'_e = x''_e \quad \forall m \in M, i \in \{1, 2, ..., b'_m \}, d \in D_1,
\]
6.2. The Pricing Problem

We extend the pricing problem for the NCCR problem (constraints (11a) to (22a)) with constraints (29a) and (30a) to make sure the selected activity and duty on each artificial day are equal to the selected ones on the original day for the driver \( m \). Additionally, it is known that the duties are weekday dependent, therefore, we have to make sure that each duty can only assigned to a driver once. We assume that \( A_j \) does not contain shift activities on artificial days. Therefore, the constraints (21) from the Section 5.3 remain.

\[
\min z^{\text{P}}_{\text{CCR}} = \sum_{t \in T} \sum_{d \in D} \sum_{e \in A_{m.t.d}} (C^r_e \cdot x^a_e + \sum_{j \in J_e} C^r_j \cdot y_{e,j}) \quad \text{(Reduced costs)} \\
\quad + \sum_{t \in T} \sum_{d \in D} \sum_{e \in A_{m.t.d}} C^r_e \cdot x^a_e
\]

\[\text{s.t.} \]

(11a), (12a), (24), (25), (26), (27), (28), (22a), (21)

\[
x^a_e = x^a_{e'} \quad i \in \{1, 2, ..., b^a_m\}, d \in D_i, \quad (29a)
\]

\[
y_{e,j} = y_{e',j} \quad i \in \{1, 2, ..., b^a_m\}, e, e' \in A_m, \quad (30a)
\]

\[
T_e = i, T_{e'} = T_m - b^a_m + i, j \in J_e
\]

6.3. Subproblem: Rota Scheduling (RS)

It is similar to Section 5.4, all constraints in the master and pricing problem of the CCR in Section 6.1 and 6.2 are considered in the models of this section, except the constraints about duties in the master problem (21), (22), (28), and (30) as well as the constraints in the pricing problem (21), (22a), (28), and (30a).

**The Master Problem**

The constraint set about the maximum overtime is replaced with (20c).

\[
\min z^{M,RS}_{\text{CCR}} = (1) + (2) + (3) + (4a) + (5a) + (6) + (7a) + (8a) + (9a) + C^o \cdot \phi^m
\]

(Overtime) \quad (10c)
\[
\sum_{t \in T \setminus T_{\text{art}}} \sum_{d \in D_{w, t}} \sum_{e \in A_{m, t, d}} W_d \cdot x_e^a - R_m \leq \phi'''' \quad \forall m \in \mathcal{M}
\]

### The Pricing Problem

The objective is changed as in (23c), which considers only the reduced costs of activity arcs.

\[
\min z^{P, RS}_{CCR} = \sum_{t \in T \setminus T_{\text{art}}} \sum_{d \in D_{w, t}} \sum_{e \in A_{m, t, d}} C_e^c \cdot x_e^a \quad \text{(Reduced costs)}
\]

### 7. Computational Results

In this section we begin with short introduction of a set of real-world instances from different German bus companies, followed by a description of the achieved solutions by using column generation, which are compared to existing methods. All experiments were conducted on an Intel Core i7-940 2.93 GHz processor with 32 GB RAM running Windows 7 Professional (64 bit).

#### 7.1. Problem Data and Preliminary Tests

We use the same set of instances that are presented in Xie and Suhl (2013). These instances are available at the web page: [http://dsor.upb.de/crewrostering](http://dsor.upb.de/crewrostering). The number of duties in the instances varies between 1013 and 19486 duties, while the number of drivers in the instances varies between 48 and 629. The names of the instances include the number of drivers (NCCR) / groups of drivers (CCR), the planning days as well as the number of included shift types. In Table 1, the important properties of the instances are shown, including the number of activities, i.e., duties, standbys, days off, the average of alternatives, the number of activities arcs, the percent of fixed activity arcs in parentheses as well as the number of compatibility arcs. These are some of the factors causing difficulty for solving the instances. As we consider more activities (duties, standbys, days off) and drivers, more activity and compatibility arcs are generated in our network. If more alternatives for desired activities of drivers are provided, that also causes more activity and compatibility arcs. However, if we consider more fixed activity arcs, then this problem is easier to solve (such as the instances 96-70-8 vs. 89-70-8). The instances are sorted according to the gap to optimum after 24 hours for solving the integrated problem.

Besides those factors shown in Table 1, another important factor is how many quality rules are considered in those instances. Most of the instances in Table 1 consider all of the quality rule in
Section 2.1, but the instances 392-45-37, 393-45-37 and 397-40-37 only consider the objectives (1), (8), (9) as well as (10) and their corresponding soft constraints. It is one of the reasons why these instances are easier to be solved compared to for example 221-45-30.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Duties</th>
<th>Standbys</th>
<th>Days off</th>
<th>$\phi$</th>
<th>Alternatives</th>
<th>Activity arcs (fixed)</th>
<th>Compatibility arcs</th>
</tr>
</thead>
<tbody>
<tr>
<td>48-75-6</td>
<td>1,313</td>
<td>454</td>
<td>1,472</td>
<td>2.2</td>
<td>10,516</td>
<td>(12.7%)</td>
<td>34,584</td>
</tr>
<tr>
<td>52-73-6</td>
<td>1,288</td>
<td>664</td>
<td>1,487</td>
<td>2.2</td>
<td>11,367</td>
<td>(12.2%)</td>
<td>37,907</td>
</tr>
<tr>
<td>52-75-6</td>
<td>1,321</td>
<td>488</td>
<td>1,509</td>
<td>2.2</td>
<td>11,072</td>
<td>(15.5%)</td>
<td>36,113</td>
</tr>
<tr>
<td>9-238-11*</td>
<td>1,013</td>
<td>303</td>
<td>483</td>
<td>4.7</td>
<td>6,672</td>
<td>(12.4%)</td>
<td>30,457</td>
</tr>
<tr>
<td>393-45-37</td>
<td>5,420</td>
<td>2,619</td>
<td>8,030</td>
<td>1.5</td>
<td>45,035</td>
<td>(23.8%)</td>
<td>145,491</td>
</tr>
<tr>
<td>392-45-37</td>
<td>5,815</td>
<td>2,342</td>
<td>8,364</td>
<td>1.3</td>
<td>43,367</td>
<td>(26.2%)</td>
<td>134,974</td>
</tr>
<tr>
<td>397-40-37</td>
<td>4,917</td>
<td>2,717</td>
<td>7,438</td>
<td>1.4</td>
<td>38,277</td>
<td>(26.3%)</td>
<td>115,236</td>
</tr>
<tr>
<td>96-70-8</td>
<td>3,200</td>
<td>876</td>
<td>1,936</td>
<td>5</td>
<td>38,413</td>
<td>(6.3%)</td>
<td>287,490</td>
</tr>
<tr>
<td>87-70-8</td>
<td>3,273</td>
<td>796</td>
<td>1,708</td>
<td>4.5</td>
<td>38,944</td>
<td>(4.1%)</td>
<td>301,374</td>
</tr>
<tr>
<td>89-70-8</td>
<td>3,260</td>
<td>671</td>
<td>1,758</td>
<td>4.8</td>
<td>40,392</td>
<td>(4.8%)</td>
<td>326,505</td>
</tr>
<tr>
<td>221-45-30</td>
<td>4,214</td>
<td>1,646</td>
<td>3,222</td>
<td>6.7</td>
<td>64,576</td>
<td>(7.6%)</td>
<td>624,520</td>
</tr>
<tr>
<td>214-45-34</td>
<td>3,966</td>
<td>1,472</td>
<td>3,240</td>
<td>6.6</td>
<td>55,366</td>
<td>(8.7%)</td>
<td>472,958</td>
</tr>
<tr>
<td>211-45-34</td>
<td>4,003</td>
<td>1,447</td>
<td>3,029</td>
<td>7</td>
<td>55,376</td>
<td>(8.9%)</td>
<td>490,521</td>
</tr>
<tr>
<td>629-46-26</td>
<td>11,073</td>
<td>4,292</td>
<td>9,246</td>
<td>5</td>
<td>150,616</td>
<td>(11.8%)</td>
<td>1,212,486</td>
</tr>
<tr>
<td>606-70-26</td>
<td>18,739</td>
<td>4,977</td>
<td>13,612</td>
<td>5.3</td>
<td>255,657</td>
<td>(7.5%)</td>
<td>2,158,525</td>
</tr>
<tr>
<td>607-70-26</td>
<td>19,486</td>
<td>4,549</td>
<td>13,364</td>
<td>5.1</td>
<td>258,075</td>
<td>(7.3%)</td>
<td>2,205,303</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of the test set instances. A star(*) indicates the instance for the CCR problem.

The instance 9-238-11 is used to solve the CCR problem. It includes nine groups of drivers (total 256 drivers) with different sizes, in which the maximum number of drivers in a group is 32, i.e., there are at most 224 planning days for a group. Seven artificial days are needed to expand the planning period, because there is a 14 day distance between two double-off activities. Therefore, we consider nine drivers in a planning period of at most 238 days. The instance size for the CCR problem is, in practice, usually small compared to the instance size for NCCR problems. The instance 9-238-11 is a large instance, which is available from the Germany bus companies.

Note that the weights of each objective are given by bus companies. The quality as well as the running time of the solution depends on the weights of the objectives. The details about the weights can be found in Xie and Suhl (2013) and different metaheuristics for solving the crew rostering problem are shown in Xie et al. (2013). According to Xie and Suhl (2013), the overview of the solutions for solving RS and IP by CPLEX solver are shown in Table 2. We take them as reference solutions for our new method.
Table 2: Performance statistics of using CPLEX solver after 24 hours of computation for the rota scheduling (RS) and integrated planning (Int.). A star (*) indicates the available memory was exceeded.

<table>
<thead>
<tr>
<th>instance</th>
<th>RS gap</th>
<th>time (sec.)</th>
<th>Int. gap</th>
<th>time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>48-75-6</td>
<td>0%</td>
<td>6</td>
<td>0%</td>
<td>27</td>
</tr>
<tr>
<td>52-73-6</td>
<td>0%</td>
<td>6</td>
<td>0%</td>
<td>50</td>
</tr>
<tr>
<td>52-75-6</td>
<td>0%</td>
<td>5</td>
<td>0%</td>
<td>59</td>
</tr>
<tr>
<td>9-328-11</td>
<td>0%</td>
<td>7</td>
<td>0%</td>
<td>5,483</td>
</tr>
<tr>
<td>393-45-37</td>
<td>0%</td>
<td>17</td>
<td>1.68%</td>
<td>86,400</td>
</tr>
<tr>
<td>392-45-37</td>
<td>0%</td>
<td>17</td>
<td>9%</td>
<td>24,600*</td>
</tr>
<tr>
<td>397-40-37</td>
<td>0%</td>
<td>15</td>
<td>4.86%</td>
<td>86,400</td>
</tr>
<tr>
<td>96-70-8</td>
<td>0%</td>
<td>27,284</td>
<td>0%</td>
<td>48,100</td>
</tr>
<tr>
<td>87-70-8</td>
<td>0%</td>
<td>51,907</td>
<td>12.5%</td>
<td>86,400</td>
</tr>
<tr>
<td>89-70-8</td>
<td>39.8%</td>
<td>86,400</td>
<td>86.5%</td>
<td>86,400</td>
</tr>
<tr>
<td>221-45-30</td>
<td>42.9%</td>
<td>86,400</td>
<td>82.3%</td>
<td>86,400</td>
</tr>
<tr>
<td>214-45-34</td>
<td>5.8%</td>
<td>86,400</td>
<td>93%</td>
<td>86,400</td>
</tr>
<tr>
<td>211-45-34</td>
<td>13.7%</td>
<td>86,400</td>
<td>99%</td>
<td>86,400</td>
</tr>
<tr>
<td>629-46-26</td>
<td>10.9%</td>
<td>86,400</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>606-70-26</td>
<td>74.1%</td>
<td>86,400</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>607-70-26</td>
<td>97.7%</td>
<td>86,400</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

7.2. Test Results of the Column Generation

The criteria for the termination of column generation are shown below.

- There is no new pricing solution with a negative objective value.
- The maximal running time is reached (in our case: 24 hours).

In our pricing problem, we generate feasible pricing solutions for drivers in parallel. According to our experiments, the Gurobi solver appears to deal with the parallelism better. Therefore, we test CPLEX and Gurobi solvers separately for solving column generation. After that, all inactive variables in column generation remain inactive and we solve the MIP problem as shown in Xie and Suhl (2013) with the CPLEX solver, but without the inactive variables in column generation. Therefore, the CPLEX solver solves the MIP problem with reduced variables. The CPLEX solver is chosen since it is better suitable to solve our MIP problem (see experiments shown in Xie and Suhl (2013)). Note that the default setting of the CPLEX and Gurobi solvers are considered in our tests, since parameter tuning for 16 instances will just overfit. In order to compare the different combination of solvers, the same initial solution is used for different tests of each instance, which is generated by our driver-by-driver heuristic.

Tables 3 and 4 show the solutions of our new approach compared to the reference solutions in Table 2. The instances which can be solved within a minute in Table 2 are ignored, i.e., the
Our column generation approach provides better solutions for both the rota scheduling and the integrated planning. For some instances up to 99% of the running time can be reduced (see last column: Reduced), while some achieve up to 76% smaller gap to optimum (see 5th column: Reduced). Some of them can get the both improvements, such as the instance 392-45-37. The instances (such as 89-70-8), which do not get any benefit of running time, stop due to the given running time (24 hours).

Additionally, our experiments show that better solutions can be obtained if we choose the Gurobi solver instead of the CPLEX solver as the solver for column generation. The reason for this is up to 40% less activated variables are selected at the end of column generation (see 2th column: Act.var.) with the Gurobi solver. Our experiments show that the CPLEX and Gurobi solvers choose different solutions after the first iteration in column generation. Therefore, different reduced costs are calculated in the master problem of each iteration.
<table>
<thead>
<tr>
<th>Instance</th>
<th>Solvers</th>
<th>Act. var.</th>
<th>Gap Reduced</th>
<th>CPU(CG)</th>
<th>CPU(BB)</th>
<th>Reduced</th>
</tr>
</thead>
<tbody>
<tr>
<td>9-238-11</td>
<td>C/C</td>
<td>17.73%</td>
<td>0%</td>
<td>422</td>
<td>1930</td>
<td>-57%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>12.11%</td>
<td>0%</td>
<td>221</td>
<td>282</td>
<td>-90.8%</td>
</tr>
<tr>
<td>393-45-37</td>
<td>C/C</td>
<td>32.89%</td>
<td>0%</td>
<td>3491</td>
<td>146</td>
<td>-95.8%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>28.06%</td>
<td>0%</td>
<td>1197</td>
<td>60</td>
<td>-98.6%</td>
</tr>
<tr>
<td>392-45-37</td>
<td>C/C</td>
<td>27.96%</td>
<td>0%</td>
<td>3457</td>
<td>59</td>
<td>-85.7%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>24.57%</td>
<td>0%</td>
<td>1452</td>
<td>74</td>
<td>-93.8%</td>
</tr>
<tr>
<td>397-40-37</td>
<td>C/C</td>
<td>29.39%</td>
<td>0%</td>
<td>2441</td>
<td>55</td>
<td>-97.1%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>26.40%</td>
<td>0%</td>
<td>1165</td>
<td>137</td>
<td>-98.5%</td>
</tr>
<tr>
<td>96-70-8</td>
<td>C/C</td>
<td>37.28%</td>
<td>0%</td>
<td>11477</td>
<td>26689</td>
<td>-21.7%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>23.56%</td>
<td>0%</td>
<td>1937</td>
<td>1625</td>
<td>-92.6%</td>
</tr>
<tr>
<td>87-70-8</td>
<td>C/C</td>
<td>44.99%</td>
<td>0.37%</td>
<td>16047</td>
<td>70118</td>
<td>-91.9%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>24.4%</td>
<td>0%</td>
<td>3679</td>
<td>3318</td>
<td>0%</td>
</tr>
<tr>
<td>89-70-8</td>
<td>C/C</td>
<td>48.75%</td>
<td>84.4%</td>
<td>20771</td>
<td>65365</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>22.35%</td>
<td>27.14%</td>
<td>4334</td>
<td>81829</td>
<td>0%</td>
</tr>
<tr>
<td>221-45-30</td>
<td>C/C</td>
<td>39.33%</td>
<td>92%</td>
<td>27216</td>
<td>58611</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>21.39%</td>
<td>6.48%</td>
<td>18108</td>
<td>67803</td>
<td>0%</td>
</tr>
<tr>
<td>214-45-34</td>
<td>C/C</td>
<td>36.59%</td>
<td>34.7%</td>
<td>13366</td>
<td>72266</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>20.41%</td>
<td>30%</td>
<td>746</td>
<td>85654</td>
<td>0%</td>
</tr>
<tr>
<td>211-45-34</td>
<td>C/C</td>
<td>39.95%</td>
<td>90%</td>
<td>19506</td>
<td>66476</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>G/C</td>
<td>22.1%</td>
<td>86%</td>
<td>7512</td>
<td>78888</td>
<td>0%</td>
</tr>
<tr>
<td>629-46-26</td>
<td>C/C</td>
<td>-%</td>
<td>-%</td>
<td>-</td>
<td>-</td>
<td>-%</td>
</tr>
<tr>
<td>606-70-26</td>
<td>C/C</td>
<td>-%</td>
<td>-%</td>
<td>-</td>
<td>-</td>
<td>-%</td>
</tr>
<tr>
<td>607-70-26</td>
<td>C/C</td>
<td>-%</td>
<td>-%</td>
<td>-</td>
<td>-</td>
<td>-%</td>
</tr>
</tbody>
</table>

Table 4: Performance statistics of using the column generation approach with the CPLEX (C) and Gurobi (G) solvers after 24 hours of computation of the integrated planning, a dash "-" indicates the solver ran out of memory.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Unassigned duties(%)</th>
<th>Unassigned days(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Seq.</td>
<td>Int.</td>
</tr>
<tr>
<td>89-70-8</td>
<td>7.0</td>
<td>1.77</td>
</tr>
<tr>
<td>221-45-30</td>
<td>4.1</td>
<td>7.1e-4</td>
</tr>
<tr>
<td>214-45-34</td>
<td>4.2</td>
<td>0.53</td>
</tr>
<tr>
<td>211-45-34</td>
<td>4.9</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Table 5: The comparison of sequential (seq.) and integrated (int.) solutions according to unassigned duties and unassigned days in percent.

According to comparisons between the solutions of sequential and integrated approaches in Xie and Suhl (2013), the main improvements of the integrated approach are more assigned duties and days. Table 5 shows the additional comparison for the instances, which obtain an optimal
sequential solution using the column generation approach (except the instance 89-70-8, which has a gap of 13.3%). The results of the integrated approach are not optimal, but they show about a 4% improvement of the percentage of unassigned duties and days over the result of the sequential approach. The exception is the instance 211-45-34, whose solution of the integrated approach is not good enough within 24 hours to compete with its sequential solution (gap of 86%).

The comparison of solutions obtained by different solution approaches for the rota scheduling problem is illustrated in Figure 8. The instances we consider here are from 96-70-8 to 607-70-26 in Table 1. The others can be solved with CPLEX within a minute, therefore, the improvement of them is not necessary. The solutions solved by the CPLEX solver are located at the point (0,0). The solutions of simulated annealing (SA) and Ant colony System (ACS) are obtained from Xie et al. (2013). The details of both approaches will not explain here. Although SA and ACS can get a solution within short time (for example: 30 minutes). However, the quality of the solutions for most of the solutions can not compete with CPLEX and our column generation approach. The metaheuristics are only suitable to be applied to solve very large instances, for instance 607-70-26, for which a good solution can be obtained by SA approach within 30 minutes.

![Figure 8: Comparison solutions obtained by different methods (SA, ACS and CG) for the rota scheduling problem.](image)

8. Summary

This paper has described a heuristic method using column generation for solving the cyclic and non-cyclic crew rostering problem in public bus transit. For real-world instances, we obtain very good results compared to the results of commercial solvers, from the point of view of both solution time and gap to optimum of cost. For each instance either the solution time or the solution
quality is improved, or both. The solution times of some instances that can be solved within 24 hours, are improved on average by 90%. Up to 76% smaller gap to optimum is achieved by some of instances. Moreover, the results obtained for the unassigned duties and days clearly illustrate the benefits of the integrated method over the sequential one. Additionally, our column generation approach outperforms our previous work on metaheuristics for solving the subproblem rota scheduling problem.
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